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Fabio Manca1, Pierre-Michel Déjardin2, and Stefano Giordano1,3,∗

Received 23 June 2015, revised 9 October 2015, accepted 20 October 2015
Published online 9 November 2015

The statistical mechanics of arbitrary holonomic
scleronomous systems subjected to arbitrary external
forces is described by specializing the Lagrange and Hamil-
ton equations of motion to those of the Brownian motion
on a manifold. In this context, the Klein-Kramers and
Smoluchowski equations are derived in covariant form, and
it is demonstrated that these equations have equilibrium
solutions corresponding to the Gibbs distribution, in agree-
ment with standard thermodynamics. At last, the Langevin
dynamics corresponding to the Smoluchowski limit is found
to exactly correspond to the Brownian motion on a smooth
manifold. These results find significant applications in the
study of several statistical properties of constrained molec-
ular assemblies (e.g. polymers) of interest in chemistry,
physics and biology.

1 Introduction

The observation of the motion of small pollen particles
immersed in water [1, 2], and the analysis of the hydrod-
iffusion through membranes [3], played a crucial role
for the development of the statistical physics at the be-
ginning of the nineteenth century. The modern kinetic
molecular interpretation of both phenomena was con-
firmed through the pioneering theoretical analysis of dif-
fusion [4, 5], the introduction of stochastic processes [6]
and the experimental test of the atomic hypothesis [7, 8].

In the early twentieth century the Brownian mo-
tion was described directly through the Newtonian dy-
namic equations, suitably modified by two additional
force terms [9]: a dissipative friction force and a random
contribution representing the fluctuating effects of the
collisions. Then, the resulting Langevin stochastic differ-
ential equation was studied analysing the time evolution
of the density probability of the system state through the
so-called Fokker-Planck equation [10–14]. Typically, this

equation written within the entire phase space (coordi-
nates and velocities) of a mechanical system is referred
to as the Klein-Kramers equation. The analysis of several
linear and nonlinear Brownian or stochastic systems can
be found in literature [15–21]. Moreover, the ideas under-
lying these approaches have been also applied to quan-
tum mechanics, where the density probability is substi-
tuted by the reduced density matrix [22–25].

Many important applications of the Brownian mo-
tion theory can be found in soft matter [26] and polymer
physics [27, 28]. For instance, the thermo-elastic prop-
erties of DNA [29, 30] and other polymer chains [31–34]
have been largely investigated. Also, models for polymers
undergoing conformational transitions have been devel-
oped [35–38]. Further, we can cite the biological mo-
tion at the molecular scale generated by molecular mo-
tors, constituted by a periodic asymmetrical potential
combined with a ratchet effect [39, 40]. Another impor-
tant application is given by the dynamics of the magne-
tization vector in ferromagnetic particles. The classical
Landau-Lifshitz-Gilbert equation [41, 42], generalized by
adding a noise term representing the magnetic fluctua-
tions [43–46], leads to stochastic models of the magneti-
zation dynamics [21, 47–49].

All provided examples have in common that the
systems involved in such dynamics are subjected to
holonomic constraints, and sometimes their motion
cannot be described by orthogonal curvilinear coordi-
nates. Consequently, these systems must be analysed
through the general framework of analytical mechanics
invoking the introduction of generalized coordinates. It
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is important to remark that, to introduce the statistical
behavior of these systems, we have to define the collision
mechanism governing the non-equilibrium dynamics
and the relaxation processes. In this work, we assume
the Langevin scheme, which is a simple idealization
of the actual situation leading to efficient models [21].
Coherently, we consider the standard analytical me-
chanics, rewritten by taking into account two additional
terms: a friction and a noise term. They describe the
interaction between the system and a thermal bath, in-
troducing an energy exchange and a proper asymptotic
thermodynamic equilibrium (Gibbs distribution).

The objective of this work is to develop a Klein-
Kramers equation for a general holonomic scle-
ronomous system, to prove the coherence with the
asymptotic Gibbs distribution and to obtain the over-
damped limit yielding the so-called Smoluchowski
equation. Both the generally covariant versions of the
Klein-Kramers and the Smoluchowski equations are
presented, proving that non-equilibrium statistical me-
chanics can be interpreted with a Brownian motion on
a Riemannian manifold. For a system with N particles,
following Langevin, we have introduced 3N noise terms
to describe the fluctuations. However, the constrained
system is represented by n < 3N degrees of freedom. By
means of the reduction of the noise terms from 3N to n,
the final dynamics is naturally described on the manifold
(dimension n) without the necessity for an embedding in
a larger space (dimension 3N). This is achieved through
the analysis of the statistical equivalence of a class
of specific Langevin equations. Finally, for the over-
damped case (high friction limit) we obtain an equation
of motion, which exactly corresponds to the equation
postulated within the mathematical community for the
description of Brownian motion on a manifold.

2 Lagrangian approach

We consider a system composed of N particles with
masses mi(i = 1, . . . , N) subjected to holonomic scle-
ronomous constraints. This means that such constraints
concern only the positions of the particles and they not
depend on time [50]. If the vectors �r1, . . . , �rN identify the
cartesian coordinates of the particles, the constraints
can be written as fα(�r1, . . . , �rN) = 0 (∀α = 1, . . . , p). So,
the degrees of freedom of the system are n = 3N − p.
We define (�r1, . . . , �rN) = (ξ1, . . . , ξ3N) and, without loss of
generality, we consider ξ � (ξp+1, . . . , ξ3N) as the vector
of free variables. Hence, we introduce the generalized
coordinates q � (q1, . . . , qn) through an arbitrary trans-
formation ξ ↔ q, with det(∂ξ/∂q) �= 0. It means that any

particle position can be described by �ri = �ri(q1, . . . , qn)
and the corresponding velocities can be determined as
follows

�vi = d
dt

�ri = ∂�ri

∂qk
q̇k. (1)

We assume the implicit Einstein convention for the sums
over the indices running on the n degrees of freedom.
However, we maintain explicit notation for the sums
over the N particles. The Newton motion equations are
therefore

�Fi + ��i = mi �ai (∀i = 1, . . . , N), (2)

where �Fi are the external forces applied to the system, ��i

are the reaction forces (applied by the constraints to the
system), and �ai are the acceleration vectors. From the
virtual work principle

∑N
i=1

��i · �vi = 0 [50], combined
with Eqs. (1) and (2), we obtain

N∑
i=1

(
mi �ai − �Fi

)
· ∂�ri

∂qk
q̇k = 0, (3)

where the sum over k must be highlighted. Indeed, since
the qk’s are independent and arbitrary, we have that

N∑
i=1

(
mi �ai − �Fi

)
· ∂�ri

∂qk
= 0 (∀k = 1, ..., n). (4)

These steps, very well known in standard analytical
mechanics (see, e.g., [50]), are reported here only to
introduce all the relevant quantities. By defining the
kinetic energy

T =
N∑

i=1

1
2

mi �vi · �vi = 1
2

akh(q)q̇kq̇h, (5)

where

akh(q) =
N∑

i=1

mi
∂�ri

∂qk
· ∂�ri

∂qh
, (6)

the classical Lagrangian approach proves that Eq. (4) is
equivalent to

d
dt

(
∂T
∂q̇k

)
− ∂T

∂qk
=

N∑
i=1

�Fi · ∂�ri

∂qk
� Qk, (7)

where Q1, ..., Qn are the so-called generalized forces [50].
The tensor quantity defined in Eq. (6) is very important
since it will assume the role of metric tensor for a given
Riemannian manifold, perfectly representing the geom-
etry of the system. Now, we suppose that �Fi takes into

382 C© 2015 by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheimwww.ann-phys.org

O
rig

in
al
Pa
pe
r



Ann. Phys. (Berlin) 528, No. 5 (2016)

account the following terms: (i) a conservative force field
applied to the system, (ii) a friction force mimicking the
energy transfer from the particles to the thermal bath,
and (iii) a noise term mimicking the energy transfer from
the bath to the system. We then postulate

�Fi = −miβ �vi +
√

Dmi �ni(t) − ∂V
∂�ri

, (8)

where β is the friction coefficient (per unit mass)
and D is the diffusion coefficient (per unit mass). As
usual, we assume the following hypotheses on the
noises: �ni(t) ∈ R

3 are Gaussian stochastic processes,
E{�ni(t)} = 0, and E{�ni(t1) ⊗ �nT

j (t2)} = 2δi j I3δ(t1 − t2) (here
E means “expected value”, T means “transposed”, δi j is
the Kronecker delta, δ(.) is the Dirac delta function, ⊗ is
the tensor product of vectors and I3 is the 3 × 3 identity
matrix). We will prove that these properties are suffi-
cient to obtain a correct thermodynamic behavior for
the system. The stochastic differential equation (SDE)
obtained in Eqs. (7) and (8) merits a further discussion:
from the mathematical point of view there are several
different approaches for defining the meaning of a SDE,
such as the Itô stochastic calculus, the Stratonovich one
or the backward (or anti-Itô) formulation [51, 52]. In
this regards, one should introduce the dynamics of the
system through the integral form of the above equations
and specify the adopted stochastic integral. Throughout
all the paper we use the Stratonovich approach for two
main reasons: firstly, the usual rules of calculus (for
derivatives and integrals) remain unchanged and, sec-
ondly, the Stratonovich approach is the most convenient
interpretation within the physical sciences since it can
be obtained as the limiting process of a coloured noise
(with finite noise energy) towards an uncorrelated white
one (with diverging energy). Indeed, the white process
is a mathematical idealization useful when the typical
time-scale of the noise is much shorter than any other
time-scale of the system [21].

By the assumption in Eq. (8), we can calculate the
generalized forces, obtaining

Qk = −βakj (q)q̇ j +
N∑

i=1

√
Dmi �ni(t) · ∂�ri

∂qk
− ∂V

∂qk
. (9)

Finally, by introducing the Lagrangian function L = T −
V we can write

d
dt

∂L
∂q̇k

− ∂L
∂qk

= −βakj (q)q̇ j +
N∑

i=1

√
Dmi �ni(t) · ∂�ri

∂qk
, (10)

where the right hand side describes the effects of
the thermal bath. To conclude, we underline that, be-

ing ∂�ri/∂qk arbitrarily dependent on q, the term �ni(t) ·
(∂�ri/∂qk) introduces multiplicative noises in our system.
Eq. (10) represents the partial result of this section: a sec-
ond order Langevin equation with generalized coordi-
nates driven by a field of forces, the friction and the noise.

3 Hamiltonian approach

In order to apply the standard Fokker-Planck methodol-
ogy we need to work with first order differential equa-
tions. To this aim, we transform the Lagrange equations
to the Hamilton ones. The explicit form of the Lagrangian
function L is

L(q, q̇) = 1
2

akh(q)q̇kq̇h − V (q), (11)

and the generalized momenta p are defined as ph =
∂L/∂q̇h = ahj (q)q̇ j . Since A = {akh} is always non-singular
[50], we can write q̇k = (a−1)kh ph. Moreover, we can in-
troduce the standard notation akh = (a−1)kh, largely used
in differential absolute calculus. We therefore obtain the
Hamiltonian function as

H(q, p) = pkq̇k − L = 1
2

akh(q) pk ph + V (q). (12)

By applying the standard Legendre transformations [50],
we eventually obtain the Hamilton equations equivalent
to Eq. (10) of the previous section

q̇k = akh ph, (13)

ṗk = −1
2

∂ai j

∂qk
pi pj − βpk − ∂V

∂qk
+

N∑
i=1

√
Dmi �ni(t) · ∂�ri

∂qk
.

To conclude, these equations describe an holonomic
scleronomous system under the effects of a conservative
field and embedded into a thermal bath. From the math-
ematical point of view, they represent a stochastic differ-
ential problem with multiplicative noise (again, with the
Stratonovich interpretation).

4 Fokker-Planck methodology

Since we have obtained a first order Langevin differential
system, we can directly apply the Fokker-Planck method-
ology. We summarize here the main result useful to write
the Fokker-Planck equation when the Langevin one is
given. We remark that the mentioned result is based
on the Stratonovitch interpretation of the stochastic
differential equations. The following Langevin-like
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system

dxi

dt
= hi(�x, t) +

m∑
j=1

gi j (�x, t)nj (t) (∀i = 1, . . . , n) (14)

(with n equations and m noise terms) corresponds to the
following evolution equation for the density probability
W (Fokker-Planck equation) [20]

∂W(�x, t)
∂t

= −
n∑

i=1

∂

∂xi
[hi W(�x, t)] (15)

−
n∑

i=1

∂

∂xi

⎧⎨
⎩
⎡
⎣ n∑

k=1

m∑
j=1

gkj
∂gi j

∂xk

⎤
⎦W(�x, t)

⎫⎬
⎭

+
n∑

i=1

m∑
j=1

∂2

∂xi∂xj

{[
m∑

k=1

gikg jk

]
W(�x, t)

}
,

provided that the Gaussian noises nj (t) (∀ j = 1, . . . , m)
satisfy the previously assumed properties: zero average
value (E{nj (t)} = 0) and uncorrelation (E{ni(t1)nj (t2)} =
2δi jδ(t1 − t2)). Note that, with respect to Eqs. (7) and (8),
the noise terms in Eq. (14) are now scalars. In Eq. (15),
the first term represents the drift term (if gi j = 0 ∀i, j, the
equation ∂W/∂t = −∑n

i=1 ∂/∂xi(hi W) is in fact the clas-
sical Liouville equation), the second one is the noise in-
duced drift term (which is strongly related to the adopted
Stratonovitch interpretation, see Refs. [20, 52] for details)
and the third one is the diffusion term, describing the
effect of the noises. To apply the Fokker-Planck method
to our problem, we have to identify Eq. (14) with Eq. (13).
To this aim, we can rewrite Eq. (13) as follows

d
dt

�x=(q,p)︷ ︸︸ ︷⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

...
qk

...
pk
...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

hi (�x)︷ ︸︸ ︷⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

...
akh ph

...
− 1

2
∂ai j

∂qk pi pj − βpk − ∂V
∂qk

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16)

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 . . . 0
...

. . .
...

0 . . . 0√
Dm1

∂x1
∂q1 . . .

√
DmN

∂zN
∂q1

...
. . .

...√
Dm1

∂x1
∂qn . . .

√
DmN

∂zN
∂qn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
gi j (�x)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

n1x

n1y

n1z
...

nNx

nNy

nNz

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
nj (t)

,

where it is not difficult to identify the mathematical form
of hi , gi j , nj , which are the main ingredients of Eq. (14).
Of course, we have n = 2n and m = 3N. If we define the
matrix G = {gi j}, it is easy to recognize that

G · GT =

⎡
⎢⎣

0 0

0

{
D

N∑
s=1

mi
∂�rs

∂qi
· ∂�rs

∂q j

}⎤
⎥⎦ =

[
0 0
0

{
Dai j

} ],
(17)

where the symbol
{

ti j
}

represents a matrix with elements
ti j . The components of Eq. (17) are easily identified
with the diffusion coefficients in Eq. (15). Moreover,
it is extremely important to observe, by a simple di-
rect calculation, that the noise induced drift term is
exactly zero since

∑n=2n
k=1

∑m=3N
j=1 gkj

∂gi j

∂xk
= 0. It means

that the Itô and the Stratonovich interpretations coin-
cide for Eq. (13) [20]. Summing up, we can write the
Fokker-Planck equation in this first form

∂W
∂t

= 1
2

∂W
∂pk

pi pj
∂ai j

∂qk
− akh ∂W

∂qk
ph + nβW + βpk

∂W
∂pk

+ ∂V
∂qk

∂W
∂pk

+ Dai j
∂2W

∂pi∂pj
, (18)

where the implicit summation convention is adopted
over the indices running from 1 to n (we will use this
notation everywhere). This equation describes the
non-equilibrium statistical mechanics of a system repre-
sented by generalized coordinates. It is evident that the
tensor ai j completely controls the Liouville term (with-
out external fields) and the diffusion one. An intriguing
form of this equation can be found by introducing the
Poisson brackets as follows

∂W
∂t

= {H, W} + β
{

qk, pkW
} + Dai j

{
qi,

{
q j, W

}}
, (19)

where the three terms of drift (Liouville), friction and
noise can be easily recognized. This equation can be
simply obtained by recalling the definition of Poisson
bracket [50]

{ f, g } = ∂ f
∂qi

∂g
∂pi

− ∂ f
∂pi

∂g
∂qi

. (20)

As a matter of fact, Eq. (20) allows the determination of
the following identities

{
q j , W

} = ∂W
∂pj

, (21)

{
qi,

{
q j, W

}} = ∂2W
∂pi∂pj

, (22)
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{
qk, pkW

} = nW + pk
∂W
∂pk

, (23)

{H, W} = 1
2

∂W
∂pk

pi pj
∂ai j

∂qk
− akh ∂W

∂qk
ph + ∂V

∂qk

∂W
∂pk

, (24)

which immediately show the equivalence between
Eq. (18) and Eq. (19). Eq. (19) represents a new form of
the Klein-Kramers equation for an arbitrary holonomic
and scleronomous system embedded in a thermal bath.
This is the starting point for the developments presented
in next Sections.

It is important to remark that the vector q of the gen-
eralized coordinates typically belongs to a well defined
subset of the whole n-dimensional space. In other words,
q ∈ A ⊂ R

n, where A describes the configurational space
(indeed, with generalized coordinates we may have A �=
R

n; we can think, e.g., to angles or other non-cartesian
variables), while p ∈ R

n since there is no limitation on
the generalized velocities. Finally, we may write (q, p) ∈
A × R

n with A ⊂ R
n.

To conclude, we underline that Eq. (19) can be con-
veniently modified to write a quantum Klein-Kramers
equation, obtained by substituting the density probabil-
ity W with the reduced density matrix ρ and the Pois-
son brackets {a, b} with the corresponding commutators
1

i� [a, b] = 1
i� [ab − ba] (correspondence principle) [24]

∂ρ

∂t
= 1

i�
[H, ρ] + β

2i�

3∑
k=1

[
xk,	kρ + ρ	k

]
(25)

− Dm
�2

3∑
i=1

[
xi,

[
xi, ρ

]]
.

Here, for the sake of simplicity, we have considered a sin-
gle particle of mass m described with orthogonal coor-
dinates x1, x2, x3. Moreover, the product pkW in Eq. (19)
has been substituted by the anti-commutator 	kρ + ρ	k

between ρ and an operator 	k, defined as follows

	k = 1
2π

∫ ∫
R2

eiH ξ

� pke−iH ξ

� e−i�ξ

tanh
��

2K B T
��

2K B T

dξd�. (26)

This can be proved by imposing the quantum Gibbs dis-
tribution at equilibrium [24]. Even if in Eq. (26) it is quite
easy to observe the closeness between 	k and pk, this re-
lation becomes clearer writing the operators in an energy
eigenstate basis, as described in Ref. [24]. Finally, the im-
portance of Eq. (19) is not only limited to the classical
physics, but it is also relevant for the non-equilibrium
quantum statistics.

4.1 Gibbs distribution

The asymptotic behavior of Eq. (18) or (19) is character-
ized by the following theorem: if the integral defining the
partition function

Zst =
∫
A

∫
Rn

e− β

D H(q,p)dqdp (27)

is convergent, then the stationary solution of Eq. (18) or
(19) is given by the Gibbs distribution in the phase space

Wst(q, p) = 1
Zst

e− β

D H(q,p). (28)

The proof of the latter theorem follows. To begin we
observe that

∂Wst

∂pk
= − β

D
akh phWst, (29)

and

∂Wst

∂qk
= − β

D
∂V
∂qk

Wst − 1
2

β

D
∂ai j

∂qk
pi pj Wst. (30)

Moreover,

∂2Wst

∂pi∂pj
= β2

D2
aiha jk ph pkWst − β

D
ai j Wst. (31)

Substituting all terms in Eq. (18) we obtain

∂Wst

∂t
= −1

2
β

D
akh phWst

∂ai j

∂qk
pi pj + nβWst (32)

− akh ph

[
− β

D
∂V
∂qk

Wst − 1
2

β

D
∂ai j

∂qk
pi pj Wst

]

−
(

βpk + ∂V
∂qk

)
β

D
akh phWst

+ Dai j

[
β2

D2
aiha jk ph pkWst − β

D
ai j Wst

]
,

and, since ∂Wst
∂t = 0, ai jaih = δh

j , and ai jai j = n, with
straightforward calculations we eventually obtain an
identity. This proves that the asymptotic solution is given
by the Gibbs distribution, as expected. This result can be
further elaborated by considering the explicit expression
of the partition function

Zst =
∫
A

∫
Rn

e− 1
2

β

D akh pk phe− β

D V (q)dqdp, (33)

and by using the Gaussian integral∫
Rn

e− 1
2 �xT �−1 �xd�x =

√
(2π)n det(�), (34)
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which is valid for �x ∈ R
n and any symmetric and positive

definite matrix � [53, 54]. Therefore, we obtain

Zst =
(

2π
D
β

) n
2
∫
A

√
det(A)e− β

D V (q)dq. (35)

Now, by means of the Einstein fluctuation-dissipation re-
lation D = βK B T [4, 5] we obtain

Wst(q, p) = e− 1
2

1
K B T pT A pe− 1

K B T V (q)√
(2π K B T)n

∫
A

√
det(A)e− 1

K B T V (q)dq
, (36)

where it is important to observe the presence of the term√
det(A), coming from the use of arbitrary non cartesian

coordinates. From the phase-space density probability
given in Eq. (36) we can obtain the configurational den-
sity probability by integration

Wc(q) =
∫

Rn
Wst(q, p)dp, (37)

or equivalently,

Wc(q) =

∫
Rn

e− 1
2

1
K B T pT A pdp e− 1

K B T V (q)

√
(2π K B T)n

∫
A

√
det(A)e− 1

K B T V (q)dq
, (38)

and, finally

Wc(q) =
√

det(A)e− 1
K B T V (q)∫

A

√
det(A)e− 1

K B T V (q)dq
. (39)

We remark that, while the Gibbs distribution in Eq. (28)
represents the classical density probability obtained in
statistical mechanics [55–57] (it remains unchanged with
the introduction of the generalized coordinates), the re-
duced configurational counterpart given in Eq. (39) must
be written with the essential term

√
det(A), which plays

a central role in the following developments. We note
that it represents the measure element on the differen-
tial manifold defined by the metric tensor A.

5 Equivalence of Langevin equations

We have previously shown that the first order differential
system describing the non-equilibrium statistical me-
chanics is given in Eq. (13), with the associated Fokker-
Planck (Klein-Kramers) equation given in Eq. (19), being
the most important ingredients the Hamiltonian func-
tion H(q, p) and the metric tensor ai j (q). Here, we are
interested in investigating the following problem: does

some other Langevin system exist with the same asso-
ciated Klein-Kramers equation? In particular, the follow-
ing point plays a crucial role: in Eq. (13) we introduced
3N noise terms (contained in the N three-dimensional
vectors �n1(t),...,�nN(t)) to drive a system with n degrees of
freedom. It could be interesting to write a Langevin equa-
tion (statistically equivalent to Eq. (13)) with only n < 3N
noise terms in order to have a more coherent and ele-
gant theory, and for reducing computational resources if
numerical methods are applied. So, we can consider the
system⎧⎪⎨
⎪⎩

q̇k = akh ph,

ṗk = −1
2

∂ai j

∂qk
pi pj − βpk − ∂V

∂qk
+

√
D fkj nj,

(40)

where fkj = fkj (q) are unknown functions and j =
1, ..., n. It is important to find the form of fkj to have a
complete equivalence between Eqs. (13) and (40). It is
easy to formulate the problem in terms of the Fokker-
Planck equation associated to Eq. (40) and we obtain

∂W
∂t

= {H, W} + β
{

qk, pkW
}

+Dfik f jhδ
kh {qi,

{
q j , W

}}
. (41)

In order to have statistical equivalence we must impose
the identity between Eqs. (19) and (41). This leads to

fik f jhδ
kh = ai j . (42)

In matrix form we can write FFT = A. To characterize F,
we can use the well known polar decomposition theo-
rem (Cauchy) [58]: any non-singular second order tensor
F (det(F) �= 0) equals an orthogonal matrix either pre or
post multiplied by a positive definite symmetric matrix.
Explicitly, we have

∀F : det(F) �= 0 ⇒ F = RU = VR, (43)

with R−1 = RT and U and V symmetric and positive def-
inite. In our case, if we decompose F as F = RU, Eq. (42)
assumes the form RUUT RT = A or, equivalently, U2 =
RT AR. We can then write U =

√
RT AR = RT

√
AR, from

which we get F = √
AR. It means that, given A, the tensor

F = √
AR (for any orthogonal matrix R) fulfils the statisti-

cal equivalence. We remark that the square root of any
symmetric and positive definite matrix is well defined
without ambiguities (in fact, if A is symmetric and posi-
tive definite, by the spectral theorem we have A = QT
Q
with Q orthogonal and 
 diagonal with real positive en-
tries; we then define

√
A = QT

√

Q, which is coherent

with the usual square root definition).
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Finally, the Langevin system⎧⎪⎨
⎪⎩

q̇k = akh ph,

ṗk = −1
2

∂ai j

∂qk
pi pj − βpk − ∂V

∂qk
+

√
D
(√

a
)

kr Rr
j n

j ,

(44)

is statistically equivalent to Eq. (13) for any orthogonal
matrix R. However, the rotation of noises is not really rel-
evant and later on we will use the simplification R = In.

6 The second order Langevin equation

We write here Eq. (44) in form of a second order differ-
ential equation. To do this, we simply determine q̈k by
combining the generalized Hamilton equations

q̈k = ∂akh

∂qi
q̇i ph + akh ṗh

= ∂akh

∂qi
ahsq̇i q̇s − 1

2
akh ∂ai j

∂qh
ainajmq̇nq̇m (45)

−βakhahr q̇r − akh ∂V
∂qh

+
√

Dakh (√a
)

hr Rr
s ns .

Since AA−1 = I, by differentiation with respect to qi

we have ∂A/∂qi A−1 + A∂A−1/∂qi = 0 or, equivalently,
∂A−1/∂qi = −A−1∂A/∂qi A−1. In components, we there-
fore obtain ∂akh

∂qi = −aks ∂ast
∂qi ath, which can be used in

Eq. (45), eventually yielding

q̈k = −1
2

akh
[

∂ahn

∂qm
+ ∂ahm

∂qn
− ∂anm

∂qh

]
q̇nq̇m

−βq̇k − akh ∂V
∂qh

+
√

Dakh (√a
)

hr Rr
s ns . (46)

We can now observe that the definition of the Christoffel
symbol of the second kind [59, 60],{

k
nm

}
= 1

2
akh

[
∂ahn

∂qm
+ ∂ahm

∂qn
− ∂anm

∂qh

]
, (47)

allows us to write Eq. (46) in the simplified form

q̈k +
{

k
nm

}
q̇nq̇m =

−βq̇k − akh ∂V
∂qh

+
√

D(
√

a−1)k
r Rr

s ns, (48)

where we used the identity akh(
√

a)hr = (
√

a−1)k
r , which

means that the element (k, r) of the matrix
√

A−1 is given
by (

√
a−1)k

r .
Eq. (48) is a stochastic differential equation that com-

pletely lives on the Riemannian manifold defined by the

qk = qk(t)

qk

qk + dqk
= akhdq

kdqh

smooth manifold

of dimension n

metric tensor definition

Figure 1 Stochastic dynamics described by Eqs. (44) and (48) on
the smooth manifold with metric tensor akh.

metric tensor akh, without the need for a 3N-dimensional
embedding (see Fig. 1 for details). It represents the co-
variant formulation of the Langevin equation for a
system with constraints. The Riemannian manifold has
dimension n and, coherently, we have n noise terms.
Without friction (β = 0), drift (V = 0) and noise (D = 0)
the equation assumes the simpler form

q̈k +
{

k
nm

}
q̇nq̇m = 0, (49)

representing the geodesic curves on the manifold [59,
60]. This case is particularly important since it suggests
that the motion of a holonomic scleronomous system
(without external actions) can be described by geodesics
on a given differential manifold defined by the metric
tensor akh. Therefore, the following analogy holds on:
as a free particle follows a straight line in the three-
dimensional space, a free holonomic scleronomous
system follows a geodetic curve in the pertinent Rieman-
nian manifold. Through Eq. (48) we have generalized
this concept by obtaining the covariant representation
of the non-equilibrium statistical mechanics (under the
Langevin hypotheses): in this general case the system is
subjected to a friction and a noise (mimicking the ther-
mal bath) and a drift (induced by the potential energy).
Since Eq. (48) is equivalent to Eq. (44), and this latter
is equivalent to Eq. (13), the asympototic behavior of
Eq. (48) is correctly described (as expected) by the Gibbs
distribution. To conclude, we remark that an important
point of the previous development is represented by the
substitution of the initial 3N noise terms with the set of
only n random processes in the Langevin approach. Only
this technique allows us to obtain a generally covariant
equation with a number of noise terms corresponding to
the dimension of the manifold (degrees of freedom). It is
interesting to remark that Eq. (48), without the potential
energy term, is proposed in Refs. [61] as a Langevin
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equation for covariant state-dependent diffusion pro-
cesses. Here, differently, it has been exactly derived
simply starting from a pure holonomic mechanical
system embedded in a classical Langevin thermal bath.
Similar approaches can also be found in a work concern-
ing the Brownian motion of systems with stiff bonds [62]
and in other investigations conducted in spaces with
curvature [63–65] and torsion [66].

7 Analysis of the over-damped system with
generalized coordinates

It is well known that the over-damped motion of a
particle embedded in a thermal bath and subjected to
an external force can be approximately described by a
simplified Langevin equation and by the corresponding
Fokker-Planck equation, which is the so-called Smolu-
chowski one. For a non-constrained particle in motion
within the three-dimensional space, the exact dynamic
equation is

m
d2�r
dt2

= −∂V
∂�r − mβ

d�r
dt

+
√

Dm�n, (50)

and for large values of β we can write

m
d�r
dt

= − 1
β

∂V
∂�r +

√
Dm
β

�n, (51)

being the inertial term negligible. While the Klein-
Kramers equation associated to Eq. (50) exhibits an
asymptotic behavior approaching the Gibbs distribu-
tion Wst(�r, �v) for large time, the Smoluchowski equa-
tion associated to Eq. (51) asymptotically leads to the
spatial marginal density Wc(�r) = ∫


3 Wst(�r, �v)d�v. Thus,
both the Klein-Kramers and the Smoluchowski equa-
tions are coherent with standard thermodynamics. Now,
the problem is the following: how to find an equation
similar to Eq. (51), but describing an arbitrary holo-
nomic scleronomous system? Or, in other terms, how to
modify Eq. (48) in order to correctly describe an over-
damped system with generalized coordinates? For the
moment we simply know that the generally covariant
Smoluchowski equation must show the solution given
in Eq. (39) for long time. Since the changes to apply to
Eq. (48) are not obvious, it is convenient to start from
Eq. (39) and to search for a differential system exhibit-
ing an asymptotic behavior given by Eq. (39). We suppose
that the first order differential problem corresponding to
the over-damped version of Eq. (48) is given by

q̇k = μk(q) + χk
s (q)ns, (52)

where μk(q) and χk
s (q) are unknown functions. Of course,

we adopt the Stratonovich interpretation of the stochas-
tic differential equation, as before. Correspondingly, the
Smoluchowski equation has the form

∂W
∂t

= − ∂

∂qk

(
DkW

) + ∂2

∂qk∂qh

(
DkhW

)
, (53)

where drift and diffusion coefficients are given by

Dk = μk + ∂χk
m

∂qh
χh

nδnm, (54)

Dkh = χk
nχh

mδnm. (55)

The asymptotic solution of Eq. (53) must be given by

Wc(q) = 1
Zc

√
det(A) exp

(
− V

K B T

)
, (56)

where Zc = ∫
A

√
det(A) exp(− V

K B T )dq is the correspond-
ing configurational partition function. To begin, we
search for a relation between Dk and Dkh, obtained by
forcing the solution in Eq. (56) for long time. By differ-
entiating Eq. (56), we have

∂Wc(q)
∂q j

=
(

1√
det(A)

∂
√

det(A)
∂q j

− 1
K B T

∂V
∂q j

)
Wc. (57)

By substituting Wc in Eq. (53) we have 0 = −DkWc +
∂/∂qh(DkhWc) and by using Eq. (57) we simply get

Dk = ∂ Dkh

∂qh
+ Dkh

√
det(A)

∂
√

det(A)
∂qh

− Dkh

K B T
∂V
∂qh

. (58)

This is an explicit relation between Dk and Dkh, which
must be verified for the validity of the Smoluchowski
equation. It can be further elaborated by using the rule
for the derivative of a determinant

∂ det(A)
∂q j

= det(A)tr
(

A−1 ∂A
∂q j

)
, (59)

which holds for any non-singular matrix A. We can also
calculate

∂
√

det(A)
∂q j

=
√

det(A)
2

akh ∂ahk

∂q j
, (60)

and, therefore, we obtain from Eqs. (58), (54) and (55)

μk = χk
n
∂χh

m

∂qh
δnm + 1

2
χk

nχh
mδnmart ∂art

∂qh

− 1
K B T

χk
nχh

mδnm ∂V
∂qh

. (61)
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This is an exact relation between μi and χ i
j imposing

the correct asymptotic behavior in Eqs. (52) and (53). In
particular, Eq. (52) can now be written as

q̇k = χk
n
∂χh

m

∂qh
δnm + 1

2
χk

nχh
mδnmart ∂art

∂qh

− 1
K B T

χk
nχh

mδnm ∂V
∂qh

+ χk
s ns . (62)

We have to compare this over-damped dynamics with
Eq. (48) divided by β where, for the sake of simplicity,
we impose Rr

s = δr
s (indeed, by cancelling out the effect of

rotations we do not lose the generality)

1
β

q̈k + 1
β

{
k

nm

}
q̇nq̇m =

− q̇k − 1
β

akh ∂V
∂qh

+
√

K B T
β

(
√

a−1)k
s ns . (63)

We observe the same friction term in Eqs. (62) and (63)
and we impose the same mathematical form for the po-
tential energy and noise terms, eventually getting

χk
nχh

mδnm = K B T
β

akh and χk
s =

√
K B T

β
(
√

a−1)k
s . (64)

Interestingly, the identities coming from the poten-
tial energy and the noise terms are exactly the same,
as shown in Eq. (64). This result completes the de-
termination of the balance equations describing the
over-damped motion of the system. Indeed, by using
Eqs. (61) and (64), all necessary terms to define the
over-damped Langevin equation and the corresponding
Smoluchowski equation are fully known. However, their
mathematical form can be strongly simplified in order to
better show the covariant character of these equations.

7.1 Covariant over-damped Langevin equation

To begin, we try to write Eq. (58) in a more convenient
form. By performing the following transformations

Dk = ∂

∂qh

Dkh
√

det(A)√
det(A)

+ Dkh

√
det(A)

∂
√

det(A)
∂qh

− Dkh

K B T
∂V
∂qh

= 1√
det(A)

∂

∂qh

(
Dkh

√
det(A)

)

+Dkh
√

det(A)
∂

∂qh

1√
det(A)

+ Dkh

√
det(A)

∂
√

det(A)
∂qh

− Dkh

K B T
∂V
∂qh

, (65)

it is not difficult to prove that the second and third terms
cancel out, eventually obtaining

Dk = 1√
det(A)

∂

∂qh

(
Dkh

√
det(A)

)
− Dkh

K B T
∂V
∂qh

. (66)

It is now useful to recall some results concerning the co-
variant derivatives on a differential manifold [59, 60]. The
covariant derivative of a vector (expressed in controvari-
ant components) is given by

T i
‖s = ∂T i

∂qs
+
{

i
sk

}
T k (67)

where T i
‖s means covariant derivative of T i with respect

to qs and, as before,
{

i
sk

}
represents the Chrystoffel

symbol associated to the metric tensor ai j . The covariant
divergence is therefore defined as

T h
‖h = ∂T h

∂qh
+
{

h
hk

}
T k. (68)

Classical transformations, well-known in absolute differ-
ential calculus [60], prove that

T h
‖h = ∂T h

∂qh
+ 1

2 det(A)
∂ det(A)

∂qk
T k, (69)

or, equivalently,

T h
‖h = 1√

det(A)

∂

∂qh

(
T h

√
det(A)

)
. (70)

Therefore, the first term in the right hand side of Eq. (66)
represents the divergence of Dkh with respect to the
second index. Now, since Dkh = χk

nχh
mδnm = K B T

β
akh (see

Eqs. (55) and (64)) we have

Dk = K B T

β
√

det(A)

∂

∂qh

(
akh

√
det(A)

)
− akh

β

∂V
∂qh

, (71)

the first term being now proportional to the covariant
divergence of akh. Hence, we can write

Dk = K B T
β

akh
‖h − Dkh

K B T
∂V
∂qh

, (72)
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and, by using the divergence definition given in Eq. (68),
we can find

akh
‖h = ∂akh

∂qh
+
{

h
hs

}
aks

= −aks ∂ast

∂qh
ath + 1

2
ath

[
∂ath

∂qs
+ ∂ats

∂qh
− ∂ahs

∂qt

]
aks

= −aksath
[

∂ast

∂qh
− 1

2
∂ath

∂qs

]

= −aksath 1
2

[
∂ast

∂qh
+ ∂ash

∂qt
− ∂ath

∂qs

]

= −ath
{

k
th

}
. (73)

Summing up, Eq. (72) assumes the important form

Dk = − K B T
β

ast
{

k
st

}
− akh

β

∂V
∂qh

, (74)

and the Langevin over-damped equation can be written
as

q̇k = − K B T
β

ast
{

k
st

}
− akh

β

∂V
∂qh

− ∂χk
m

∂qh
χh

nδnm + χk
s ns . (75)

where we used Eq. (54) to obtain the drift field μk.

In Eq. (75) the coefficients χk
s =

√
K B T

β
(
√

a−1)k
s must be

taken into consideration, as stated in Eq. (64). This first
order differential system represents the over-damped
version of Eq. (48), describing the stochastic motion of
the system. As before, Eq. (75) is written by considering
the Stratonovich interpretation. However, it is interesting
to observe that its form is even simpler if we adopt the Itô
formalism. Indeed, we simply have

q̇k (Itô)= − K B T
β

ast
{

k
st

}
− akh

β

∂V
∂qh

+
√

K B T
β

(
√

a−1)k
s ns .

(76)

Here, to transform Eq. (75) into Eq. (76) we used the
standard transformation rules between the Itô and the
Stratonovich formalisms [20, 21, 51, 52]. In particular, if
we have a stochastic differential equation of the form
given in Eq. (14), interpreted with the Stratonovich for-
malism, we can write the equivalent equation in the Itô
formalism as follows

dxi

dt
(Itô)= ĥi(�x, t) +

m∑
j=1

gi j (�x, t)nj (t),

where

ĥi(�x, t) = hi(�x, t) +
n∑

k=1

m∑
j=1

∂gi j (�x, t)
∂xk

gkj (�x, t) (77)

represents the new drift coefficient of the Itô stochas-
tic differential equation (the added term is sometimes
called Wong-Zakai correction, as described in Chapter
3 of Ref. [52]). This property has been used to derive
Eq. (76) from Eq. (75).

Moreover, the free motion over the manifold (V = 0)
within the Itô formalism assumes the form

q̇k (Itô)= − K B T
β

ast
{

k
st

}
+
√

K B T
β

(
√

a−1)k
s ns . (78)

It is interesting to note that this equation is typically
used to define the Brownian motion on a Riemannian
manifold within the mathematical community [67–70].
We remark that, in this work, we reobtain this equa-
tion as the result of the application of the analytical
and statistical mechanics to a constrained and over-
damped system described through generalized coordi-
nates. Thus, the classical mathematical definition of the
Brownian motion on a manifold exactly corresponds to
the over-damped version of the non-equilibrium sta-
tistical mechanics (introduced through the Langevin-
Fokker-Planck methodology).

The obtained Langevin equations for a constrained
system (see Eq. (44) or (48) for the motion in the whole
phase space or Eq. (75) for its over-damped version) can
be adopted to develop an ad hoc Langevin molecular dy-
namics able to analyse the time behavior of holonomic
structures. This is an important topic in computational
physics, as largely described in recent literature [71, 72].
We underline that for the implementation of Eq. (44),
(48) or (75) through a standard discretization over the
time, we need to calculate the square root of the met-
ric tensor at any time step (see, for instance, Eq. (64)).
This can be done with classical numerical approxima-
tions [73, 74]. The important point is the following: by
means of our approach, the problem of the constraints,
crucial for many numerical applications, is automatically
solved and it does not require any other particular ex-
pedient. Moreover, the convergence properties of finite
difference schemes for Stratonovich stochastic differen-
tial equations are largely studied in literature [51, 52]. We
also remark that Eq. (76) can be directly implemented
through specific numerical schemes expressly devoted
to Itô stochastic differential equations [75, 76]. Being the
aim of this paper mainly theoretical, the comparison be-
tween the proposed Langevin molecular dynamics and
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earlier techniques is left for future investigations. Any-
way, these methodologies play a central role in studying
the out of equilibrium response of constrained molec-
ular structures such as chains with rigid bonds or poly-
mers confined over arbitrary surfaces.

7.2 Covariant Smoluchowski equation

To conclude, we also study here the covariant form of the
Smoluchowski equation introduced in Eq. (53). Instead
of analysing the dynamics of W(q, t), it is preferable to
consider the associated density [77–79]

P(q, t) = 1√
det(A)

W(q, t), (79)

which is more indicated to obtain a generally covariant
version of Eq. (53). Since W(q, t) satisfies Eq. (53), the
quantity P(q, t) is governed by the following equation

√
det(A)

∂ P
∂t

= − ∂

∂qk

(
Dk

√
det(A)P

)

+ ∂2

∂qk∂qh

(
Dkh

√
det(A)P

)
. (80)

The second term in Eq. (80) can be elaborated as follows

1√
det(A)

∂2

∂qk∂qh

(
K B T

β
akh

√
det(A)P

)

= K B T
β

1√
det(A)

∂

∂qk

[
∂

∂qh

(
akh

√
det(A)

)
P
]

+ K B T
β

∇2 P (81)

where ∇2 represents the Laplace-Beltrami operator (the
equivalent of the standard Laplace operator on a differ-
ential manifold), defined as follows [60]

∇2 P = 1√
det(A)

∂

∂qk

(√
det(A)akh ∂ P

∂qh

)
. (82)

Similarly, the first term in Eq. (80) can be modified by
using Eq. (66), by obtaining

− 1√
det(A)

∂

∂qk

(
Dk

√
det(A)P

)

= − K B T
β

1√
det(A)

∂

∂qk

[
∂

∂qh

(
akh

√
det(A)

)
P
]

+ 1
β

1√
det(A)

∂

∂qk

[
akh ∂V

∂qh

√
det(A)P

]
. (83)

Summing up, we have the final equation

∂ P
∂t

= 1
β

1√
det(A)

∂

∂qk

(
akh ∂V

∂qh

√
det(A)P

)

+ K B T
β

∇2 P, (84)

which is the generally covariant form of the Smolu-
chowski equation. The first drift term is represented by
the covariant divergence of akh∂V/∂qh P and describes
the effects of the external forces. The second diffusion
term corresponds to the Laplace-Beltrami operator ap-
plied to P. By observing the explicit form of Eq. (84), i.e.

∂ P
∂t

= 1
β

1√
det(A)

∂

∂qk

(
akh ∂V

∂qh

√
det(A)P

)
(85)

+ K B T
β

1√
det(A)

∂

∂qk

(
akh ∂ P

∂qh

√
det(A)

)
,

we can define an effective total potential φ

φ = V + K B T log P, (86)

composed of the mechanical potential energy V and the
chemical potential K B T log P. Hence, Eq. (85) assumes
the simpler form

∂ P
∂t

= 1
β

1√
det(A)

∂

∂qk

(
akh ∂φ

∂qh

√
det(A)P

)
, (87)

which can be interpreted by stating that both the drift
component and the diffusion one can be introduced by
means of a single effective potential function given in
Eq. (86). In other terms, we can affirm that the purely
mechanical force f dri f t

h = −∂V/∂qh (which is valid for
T = 0) must be substituted with the total force f tot

h =
f dri f t

h + f di f f
h , where f di f f

h = −K B T∂ log P/∂qh, when the
system is embedded in a thermal bath with a finite tem-
perature T > 0. Moreover, the diffusion term in previous
expression is at the origin of the Fick’s law of diffusion [3,
80]. In fact, through Eq. (87) written in the continuity
form ∂ P/∂t + J k

‖k = 0, we can identify the contravariant
flux J k = −(1/β)Pakh∂φ/∂qh or, equivalently, its covari-
ant version Jk = −(1/β)P∂φ/∂qk. This flux can be written
in explicit form as

Jk = − P
β

∂φ

∂qk
= − P

β

∂V
∂qk

− K B T
β

∂ P
∂qk

, (88)

where the first term corresponds to the drift flux (being
−(1/β)∂V/∂qk the k−th component of the asymptotic ve-
locity and P equivalent to the concentration) and the
second one represents the classical Fick’s flux, propor-
tional to the negative gradient of concentration.
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To conclude, if we consider the evolution of a free sys-
tem (V = 0), the Smoluchowski equation collapses into
the standard heat equation on a manifold

∂ P
∂t

= K B T
β

∇2 P. (89)

In this particular case the asymptotic solution is given
by

lim
t→∞ P(q, t) = 1∫

A
√

det(A)dq
, (90)

representing the uniform distribution on the manifold
(q ∈ A).

8 Conclusions

In this work we developed a thorough formalism con-
cerning the effects of a Langevin bath on a mechanical
holonomic system. By generalizing the classical La-
grange and Hamilton equations with suitable friction
and noise terms, we work out a non-equilibrium statis-
tical theory working with an arbitrary set of generalized
coordinates. If we frame the analysis within the complete
phase space, we achieve the Langevin and Klein-Kramers
equations (see Eqs. (19) and (44)) based on a set of noises
containing as many terms as the degrees of freedom n
of the system. So doing, these equations completely live
within the smooth manifold of dimension n, defined
by the metric tensor of the system. On the other hand,
if we consider the reduced configurational space, our
construction yields the generally covariant form of the
Langevin and Smoluchowski equations (see Eqs. (75)
and (84)). These results can be naturally interpreted
by concluding that the non-equilibrium evolution of
the system corresponds to a Brownian motion on a
Riemannian manifold driven by the externally applied
forces. Indeed, if the system is free (not subjected to any
external potential energy), the final equations exactly
correspond to the definition of the Brownian motion
on a manifold, as postulated within the mathematical
community. It is also interesting to remark that the
obtained form of the Smoluchowski equation allows
us to immediately deduce the diffusion Fick’s law in a
generally covariant setting. The knowledge of the exact
equations governing the non-equilibrium statistical me-
chanics of constrained systems is of central importance
for several applications ranging from polymer science to
soft matter or biological physics. In particular, our results
can be used to develop molecular dynamics methods

for constrained structures, advantageous for studying
assemblages with stiff bonds and rigid constraints.

Key words. Non-equilibrium statistical mechanics, Langevin and
Fokker-Planck equations, Smoluchowski equation, differential ab-
solute calculus, smooth manifolds.
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